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1. Introduction

Recently Singh and Roy [3] proposed a procedure for estimat
ing a population parameter when its a priori value,'quite close to
the true one, is known. Usually this a priori value is derived from
earlier empirical investigations or from other samples, and in such
situations it may be regarded as a random variable. For instance
the a priori information, obtained from pilot studies or respective
surveys, may specify the estimate of the population parameter
together with its standard error (s.e). Quite often the a priori
information may simply consist of the probable range of the para
meter, which may be based on past experience or some theoretical
consideration. For example, it may be expected that the value of
the parameter may lie, with almost certainty, between 2 and 10.
Dalenius [1] recommended the use of a simple or modified average,
depending upon the expected skewness of the distribution of the
parameter of these limits as true non-stochastic a priori value. We,
however, treat them as, say, two-sigma limits estimate ± 2 s.e. (which
in this case is 6±2x2) so that the estimated value of the parameter
is 6 with a s.e. equal to 2. Under such specifications, an estimation
procedure is proposed for combining the stochastic a priori informa
tion with the sample information and its efficiency is examined. The
al priori value which is taken as a random variable is assumed to be
independent of the sample characteristic under consideration.

2. The result
A

Let 8a be the estimated value, known a'priori, of the parameter
A

6, and 6s be the estimator based on the sample. Then the following
A A

estimator combining Oa and 9^ is proposed :

where k is a scalar.
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The bias of the estimator 9c is

B^c)=KBil]+(1
and the mean squared error is

M{eo)=K'Mies)e,)

...(2)

...(3)

The scalar K is so determined as to render M(do) a minimum.

Differentiating M(9c) with respect to K and equating to zero
we get

K= (say)

Miea)+Mies)

...(4)

It is easy to show that this value of K minimizes M($c) and in

that case the minimum value of M{9c) is

Mie,)+Miea)

which clearly demonstrates that 9c is more eflScient than

If we choose

A

...(5)

...(6)

then Oc becomes unbiased, but does not make M(0c) a minimum.

Singh and Roy [3] considered the estimator

ec=Ke]+(l-K)9l
where is a fixed given value of e.

...(7)

The expressions for bias and mean squared error of 0^ are

B(9c)^KB(e,)Hl-K)A ...(8)
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M(0o)+(1 AH2is:(i a£(1) .,..(9)
where

A=Oa-e ^ ...(10)

A

The value of K that minimizes M(0c) is

A[A-m)] f.,.A min- I ;;—^ — .. (II)

[M(0,)-BW] f [A-5(0,)P

which when substituted in (9) gives

However, an elegant and explicit condition regarding the efiS-
A

ciency of dc as compared to cannot be derived from the expres
sions of bias and mean squared error.

I

A A

Let us consider a special case in which 9a and 0s are assumed
to be unbiased estimators of B. Then we have,

W-O ..,(13)

TO'=(l-i5:)A ...(14)

Af(eo)=F(0,)=/:Me,)+(i-^:)^n^o) ..(15)

...(16)

<-"0

Thus from (15) and (16) the estimator Be will be more efiSicient
A

then Bo if

...(17)

or (el-6y>m-6)'

It may be added that in practice the calculation of Kmin or
K' min, as given by (5) and (11) respectively, is not possible, as they
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involvepopulation values. However, when approximate values of
M(9s)

and are known, say Cs and we may take

K=
Ca

Ca+C,

and then the mean squared error of Be is

^ .2 A / r* •vZ A
\ 1 M/£\ \ \ f

which is smaller than the mean squared error of 6^ if

M(ea)
< '+4)

...(18)

...(20)

This condition is quite commonly achieved in actual practice.
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